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ABSTRACT

The intricate and essential topic of predicting housing prices within the real estate industry
will influence customer preferences. Various machine learning algorithms have been applied in an
effort to produce predictions that are more accurate. In this work, use and compare the performance
of three well-known gradient boosting algorithms for predicting home prices: the Gradient
Boosting Regressor (GBR), XGBoost, and LightGBM.

For the training and testing of the model, pertinent housing price information is gathered
and compiled. Through rigors feature analysis, significant features for predicting home prices are
found and chosen. Additionally, the same dataset was used to train the prediction model using
GBR, XGBoost, and LightGBM three gradient boosting methods.

The experimental findings demonstrate that the three algorithms are capable of effectively
resolving the issue of house price prediction. Each approach, nevertheless, has benefits and
drawbacks in terms of model stability, accuracy, and speed. Based on pertinent evaluation
measures, such as R-squared, Mean Absolute Error (MAE), and Mean Squared Error (MSE), we
compare the performance of the three algorithms.

In conclusion, picking the appropriate algorithm can enhance the precision and efficacy of
house price projections. The findings of this study can serve as a useful manual for practitioners,
researchers, and application developers as they select the optimal algorithm for more accurate

house price projections.



ACKNOWLEDGMENT

First, I would like to thank Allah SWT for always giving me the health, strength, and ease
that you have given me. Secondly, I would like to thank myself for finally being able to complete
my final project. Thirdly, I would also like to thank those who have supported me during my final
project support me during the completion of this final project:

1. Mr. Genta Sahuri S.Kom., M.Kom. was the person responsible for supervising my final

project, who also helped me and guided me during the final project period.

2. Mr. Rila Mandala Ph.D. as Dean of Faculty Computing, Mrs. Cutifa Safitri, M.Sc,

Ph.D. as Program Head of Information Technology, Mrs Indah as Secretary of the
Faculty of Computing, and other lecturers who have provided a lot of knowledge during
my studies at president university.

3. My beloved parents, for all their prayers and support

4. My friends, who always helped me study during college.



TABLE OF CONTENTS

ABSTRACT ...t 1
DEDICATION ... ..ottt 2
ACKNOWLEDGMENT ......cooiiiiiiiii e 3
TABLE OF CONTENTS .....ooiiiiiiii e 4
LIST OF TABLES ... ..ot 8
CHAPTER I INTRODUCTION ......oooiiiiiiiiiiiieiieie s 12
L1 Background ........ccoooviiiiiiiiciie s 12
1.2 Problem Statement ..........cccoveiiiiiiiiiiiie i 13
1.3 Research ObJeCtiVe......c.iivviiiiiiiiiiiici s 13
1.4 Scope and Limitations .........cccooeeiiiiiieiieiiesee e 14
1.5 MethOdOIOZY ...c.eeeiiieiiieii e 14
1.6 OULINE ..ot 16
CHAPTER II: LITERATURE STUDY ......ccoooiiiiiiiiiiiicee s 18
2.1 Data MINING.....ccciiiiiiiiiiie i 18
2.2 Machine Learning .........cccccovvveiiiiiiiieiiiiiiiessi e 18
2.3 BOOSHINE c.eviiieeiiiieee sttt 19
2.4 Gradient Boosting REGIeSSOT .......vviiiiiiiiiiiiii e 20
2.5  XGBo00St AIZOTTtRM .....ooiiiiiiiiicie e 26
2.6 Light Gradient Boost Maching............ccoccovviiiiiiiiiniiiiice e 27



2.7 PRYEON. ittt 29

2.8 Mean Squared E1ror (MSE) ..o 32
2.9  Root Mean Squared EITOT .........cccooviiiiiiiiiiiicc e 32
2.10 Mean AbSOIULE EITOT ......ccviiiiiiiiciice e 33
2,11 ReSQUATE....ciiiiiiiiciieee e 34
2.12 Related WOTK .....ceeoiiieii e 35
2.11.1  Car Price PrediCtion .........c.coieiiiieiieiiiesie e 35
2.11.2  Flight Price Prediction .........cccocveiiiiiieiiiiic e 36
2.13 Work Comparative Overview in Relation to Previous Work ................... 36
CHAPTER II: SYSTEM ANALYSIS ...t 38
3.1 SyStemM OVEIVIEW ...ocvviiiiiiiiiiiiiiiiii e 38
3.2 Function ANALYSIS.....ccccoiviiiiiiiiii e s 38
3.3 Research Data........ccoociiiiiiiiicce e 39
3.4 Hardware and Software Requirements. ..........c.coccvevverreenniniicncsieeneenneens 40
3.4.1  Necessary Hardware ..........cccooiiiiiiiiiiicieee e 40
3.4.2  Required SOftWAre ......ccccoviiiiiiiiicre e 40
3.5 Data Mining Process and Algorithm ...........ccccooiiiiiiiiiiine, 41
3.5.1  L0ad Dataset .......ccoveeiieiiieieie e 43
3.5.2  Data ProCESSING......cccviiiiiieiiiieiiiee st 43
3.4.3  Modelling Preparation ..........ccccooeeiriiiiiiniiiiisee e 44
3.53  Train MOdELS ....coviiiiiiieiiee e 44
3.6 Use Case DIaGram ........cccuiiiiiiiiiiiiiiiesie e 45

3.7 USE CaSE NI A IVE ..u e eeeiee ettt ettt e e e e e e e e e e e e e e e e e ee s 46



3.7.1  Load Dataset .........ccociiiiiiiiiiiiiiicsee 46
3.7.2  Data PrOCESSING.....uiiiuiiiiiiieiiiiieiiiiesiieesieeesieeessteessnneesssneesssneesssnessnseees 47
3.7.3  SPIE DAt ..o 48
3.74  Complete The Prediction FOrm..........cccooeviiiiiiiiiiiciiccccce 49
3.7.5  Graph COMPATISON ....vvviiiiieiiiiesiieesieeesbeeesbeeesbeeesbeesssbeesssneessseeeenseees 50
3.8 Swim Lane Diagram..........ccceiiiiiiiiiieiiiie e 51
3.8.1  Load Dataset .........ccccviiiiiiiiiiiiiise 51
3.8.2  Cleaning the Dataset ..........cccovvrriiiiiiiiiieiieeeee s 52
3.8.3  SPHE DAL ..o 52
3.8.4  Complete the Prediction FOrm.........ccccovvviiiiiiiiiiiiiie e 54
CHAPTER IV: SYSTEM DESIGN........ccoiiiiiiiiii e 55
4.1  User Experience Design Prototype ........cccccevvviviiiiiiiiiiniic e 55
4.4.1  Page of PrediCtions........cceieeiiiieiieiiseese e 55
4.4.2  FIONEPAZE ..vveiveieiiiieiiet ettt 57
443 GraPh.ecc e 57
4.2 Formal DESIZN ......ccoviiiiiiiiiiiiee e 58
CHAPTER V: SYSTEM IMPLEMENTATION ........ccccoiiiiiiiiie, 60
5.1  Development of USer INterfaces.........ccoovviiiiiiiiiiiiiiicc e 60
511 FIOnt PAge ..cccoeviviiiiiiiiiiii i 60
5.1.2  House Prediction Page ...........cccociiiiiiiiiiiiiiciee 61
S5.1.3  GarPhec e 63
5.2 Processing Datasets ..........ccoereiriiiiiiiiienie e 64
52,1 L0oad Dataset .......cocvveiiiiiieiiieiee e 64
5.2.2  Data PrOCESSINE.......ceiviiiieiiiieiie et 65
5.2.3  Explaratory Data Analysis .......cccceviiiiiiiiiiiiciie e 67
524  Modelling Preparation ..........ccccooveriiieiiniiiiisieesee e 72
52,5 Train Model.......oooiiiiiiiicieeee e 75



IR S (o Yo (<] B S 221 LU T 15 (o ) o W 76

5.3 Application DetailS........ccoviiiiiiiiiiie i 79
5.3.1  Import Library & Loaded Model ..........c.cccoviiiiiiiiiniiiiniiie e 79
532 Front Page ..o 79
5.3.3  Prediction Page ......cccooooviiiiiiiii 80
534  Garph Page.....ccooviiiiiiiiiiie e 82

CHAPTER VI: SYSTEM TESTING .......ccccoiiiiiiiiiii s 83

6.1  Testing ENVIIONMENT .......coiiviiiiiiiieiii e 83

6.2 TEStING SCENATIO ....vevveviiiriiiiesie et 83
6.2.1  User Features TeStING.........cccvruirieiiiieiieeseeseee s 84
6.2.2  Prediction FOrm Testing.........cccoeeiiiiiiiiiiiieeiecseeee e 85
6.2.3  Predicton Form Algorihm Testing..........ccccccevveriiiiiieiienieesee e 85

CHAPTER VII: CONCLUSIONS & FUTURE WORK..........c.ccoooiiiiiiiicin, 88

7.1 CONCIUSION.....uiiiiiiii ittt 88

7.2 FUture WOTK......cooooiiiiiiii e 89

REFERENCES. ... ..ot 920



LIST OF TABLES

Table 2.1 Comparison with Related Work ...........coccoviiiiiiiiiiiiiii e 37
Table 3.1 List of FUNCHON ......cooiiiiiiiiiii s 39
Table 3.2 Hardware SpecifiCation .........cocviiiiiiiiiiiiieiiiee s 40
Table 3.3 Software SPecifiCatioNS. .......c.cuveiiriiiieiie e 40
Table 3.4 Load Datasets .......c.ceceiiiieiieiiieiie it 47
Table 3.5 Cleaning Dataset ..........cccceviiiiiiiiiiiiiiiie s 48
Table 3.6 SPIIt Data.......ccoiiiiiiiiiii e 49
Table 3.7 Fill out the prediction fOrm ........cccociviiiiiiiiiiiii s 49
Table 4.1 Prediction Page FUNCtion ............ccooiieiiiiiiiiiiiic e 56
Table 4.2 Hardware ReqUirements............ccoocveiiiiiiiiiiiiiiicsc s 59
Table 4.3 Software ReqUIrements ..........cccceviiiiiiiiiiciiii e 59
Table 6.1 User Testing SCENAI0.........cuevviiiiiiiiiiiie i 84

Table 6.2 Testing Scenario Prediction..........ccccvvvviiiiiiiiiiciic 85



Picture 1.

Picture 2.

Picture 2.

Picture 2.

Picture 2.

Picture 3.

Picture 3.

Picture 3.

Picture 3.

Picture 3.

Picture 3.

Picture 4.

Picture 4.

Picture 4.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

LIST OF FIGURES

1 Waterfall Method ..........ccoocvviiiiiiiiic 15
1 Boosting Process IUStration ...........cccvvvieriiiiniiiiesiiie e 20
2 Structure of Gradient Boosting Regressor Algorithm ..........ccccoocvviiinns 25
3 Structure of XGBoost Algorithm..........cocviiiiiiiiiiii e 27
4 Structure of LightGBM Algorithm .........cccccooviiiiiiiiiii s 27
1 Flowchart of the System .........cccocceiiiiiiiiiii 42
2 Use Case DIagram .........ccccviieiiiiiiieiinicsie s 46
3 Swim Lane Dataset of Load Diagram ...........ccccvvveiiiniiniiiciici 51
4 Diagram of the Cleaning Datasets' Swim Lanes ............ccccovvviiiiniinnns 52
5 Split Data Swim Lane Diagram..........ccccooovviiiiiiiniiniiccc 53
6 Swim Lane Diagram of Prediction Form To Complete..............cccevvrunne. 54
1 Page of predictions .........oocvviiiiiiiiiicicci e 56
2 Front Page......ocoiiiiiiiiii 57
3 Graph Page ......ccoovviiiiiiic 58
I Front Page.......ccooiiiiiiii 61
2 House Prediction Page..........ccccovvviiiiiiiiiiiiee 62
3 House Prediction Page.........ccccooviiiiiiiiiiiii 62
4 House Prediction Page..........cccccvvvviiiiiiiiiiiiiee 63
S5 Graph Page ......coovviiiiiiiic 64
6 Import Library Code........cccooveiiiiiiiiiiiiicc e 64
7 Load Dataset ........ccoiiiiiiiiiieiiiec e 65

8 Check Data TYPE.....ccuviviiieiiiiiiierii e 65



Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

Picture 5.

O Check Data DIMENSIONS ....cvvvieeeririeiieeeeteeersissiseesseeesssnrsreessesessrreeees 66

10 Check MiSSING VAIUECS .....ccocvviiiiiiiiiiiiiiie i 66
11 Smallest Price of HOUSE.........coiviiiiiiiiieieiieeeee e 67
12 Largest Price 0f HOUSE......cocviiiiiiiiiiiciiicci e 67
13 Smallest Built AT€a.........ccocovvviiiiiiiiii 67
14 Largest Built AT€a.......ccccviiiiiiiiiiiiiiie e 68
15 Smallest Land Area.........cccooiviiiieiiiiiiciieeee e 68
16 Smallest Land Area.........cccooiuiiiieiiiiiieieee e 68
17 Number of Bedroom..........c.coiiiiiiiiiiiiiieie e 69
18 Bedroom Bar Chart..........ccooiiiiiiiiiiiciiec e 69
19 Number of Bathroom...........ccooiiiiiiiiiiiiicc e 70
20 Bathroom Bar Chart..........ccoooiiiiiiiiciicecee e 70
21 Number of Garage ..........ccovvveiiiiiiiiiiiiie i 71
22 Garage Bar Chart.........ccocviiiiiiiiiici e 71
23 ENCOdING NAME ....covviiiiiiiiiieiiiiic it 72
24 Encoding ReSult.........ccoiiiiiiiiiiiiiiie e 72
25 Data Type After ENcoding .........ccoovvviiiiiiiiiiiiii s 73
26 Splitting Features and Target ...........ccovviiiiiiiiiiiiiice e 73
27 Splitting Result Variable X ........cccooooviiiiiiiiiiiiices 74
28 Splitting Result Variable Y ........ccooviiiiiiiiiiiicie e 74
29 SPLIt DAtaSELS ....vvevviiiiiiieciicre e 75
30 Train MOdel .....ooviiiiiiiieie e 75
31 Gradient BOOSE SCOTE .....ccuuiiuieiiiiiieiie it 76



Picture 5. 32 X GDOOSE SCOTE..cuururuiiiiieiiieeetiiis ittt eeeteeeti s seeeesseessst s rreeeseesssrnrareesseeens 77

Picture 5. 33 LightGBM SCOTE .....ccvvviiiiiiiiiiciiic et 78
Picture 5. 34 Saving Model..........cooiiiiiiiiiiiiii i 79
Picture 5. 35 Import Library & Loaded Model in Web Application..........c.ccccveennee. 79
Picture 5. 36 Front Page Code ........ccoiiiiiiiiiiiiii i 80
Picture 5. 37 Prediction Page Code.........ooiiiiiiiiiiiiiiiiiiec i 81

Picture 5. 38 Graph Page Code..........ccooviviiiiiiiiiiiii 82



